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#### Abstract

We present a direct ab initio dynamics study on the hydrogen abstraction reaction $\mathrm{CH}_{2} \mathrm{O}+\mathrm{HO}_{2} \rightarrow \mathrm{CHO}+$ $\mathrm{H}_{2} \mathrm{O}_{2}$, which is predicted to have four possible reaction channels caused by different attacking orientations of $\mathrm{HO}_{2}$ radical to $\mathrm{CH}_{2} \mathrm{O}$. The structures and frequencies at the stationary points and the points along the minimum energy paths (MEPs) of the four reaction channels are calculated at the B3LYP/cc-pVTZ level of theory. Energetic information of stationary points and the points along the MEPs is further refined by means of some single-point multilevel energy calculations (HL). The rate constants of these channels are calculated using the improved canonical variational transition-state theory with the small-curvature tunneling correction (ICVT/ SCT ) method. The calculated results show that, in the whole temperature range, the more favorable reaction channels are Channels 1 and 3. The total ICVT/SCT rate constants of the four channels at the HL//B3LYP/ cc-pVTZ level of theory are in good agreement with the available experiment data over the measured temperature ranges, and the corresponding three-parameter expression is $k^{\mathrm{ILVT} / \mathrm{SCT}}=3.13 \times 10^{-20} T^{2.70}$ $\exp (-11.52 / R T) \mathrm{cm}^{3} \mathrm{~mole}^{-1} \mathrm{~s}^{-1}$ in the temperature range of $250-3000 \mathrm{~K}$. Additionally, the flexibility of the dihedral angle of $\mathrm{H}_{2} \mathrm{O}_{2}$ is also discussed to explain the different experimental values.


## Introduction

Formaldehyde $\left(\mathrm{CH}_{2} \mathrm{O}\right)$ and hydrogen peroxide $\left(\mathrm{H}_{2} \mathrm{O}_{2}\right)$ are the key secondary products formed during the oxidation of organic compounds in the atmospheric boundary layer (ABL). ${ }^{1}$ They also influence the oxidation capacity of the troposphere because they are important precursors of radicals such as OH and $\mathrm{HO}_{2} .{ }^{2}$ To accurately model the chemical processes in the atmosphere, either the decomposition mechanisms or the kinetics of the reactions involving these compounds are necessary. ${ }^{3,4}$ Among them, the reaction of formaldehyde with $\mathrm{HO}_{2}$ radical is quite important because it is one of the chain propagation steps of the decomposition mechanisms in atmosphere ${ }^{3-5}$ and can provide an uncomplicated probe of the chemical reactivity of corresponding compounds. According to the investigation of Evleth et al., ${ }^{5}$ the reaction of $\mathrm{HO}_{2}$ radical with formaldehyde can proceed via an addition reaction

$$
\mathrm{CH}_{2} \mathrm{O}+\mathrm{HO}_{2} \rightarrow \underset{\left[\mathrm{CH}_{2} \mathrm{OHO}_{2}\right] \text { complex } \rightarrow \mathrm{TS} \rightarrow \mathrm{OOCH}_{2} \mathrm{OH}}{ }
$$

which is a very fast photochemical reaction and has been thoroughly investigated both experimentally ${ }^{3,8}$ and theoretically ${ }^{5}$ for many years.

Meanwhile, the hydrogen abstraction reaction between $\mathrm{CH}_{2} \mathrm{O}$ and $\mathrm{HO}_{2}$

$$
\mathrm{CH}_{2} \mathrm{O}+\mathrm{HO}_{2} \rightarrow \mathrm{CHO}+\mathrm{H}_{2} \mathrm{O}_{2}
$$

which involves the transformation between $\mathrm{CH}_{2} \mathrm{O}$ and $\mathrm{H}_{2} \mathrm{O}_{2}$, also plays an important role in the depletion mechanism of ozone in the stratosphere and is obviously very significant for the investigation of atmospheric chemistry. Moreover, in combustion chemistry, this hydrogen abstraction reaction has been

[^0]proven to be indispensable ${ }^{10}$ in the pyrolysis and oxidation mechanisms of formaldehyde, which has long been recognized as a critical kinetic intermediate in the oxidation of hydrocarbon fuels, ${ }^{6,7}$ especially methane and methanol. ${ }^{6}$

Unfortunately, despite the admitted importance of this hydrogen abstraction reaction, there is still very limited information of direct experimental studies ${ }^{4}$ on this gas-phase reaction because of the difficulty of finding suitable $\mathrm{HO}_{2}$ radical sources. ${ }^{17}$ However, over the past 40 years, many investigations ${ }^{7,9-19}$ on formaldehyde pyrolysis and oxidation have concerned the title reaction, and several rate constant expressions ${ }^{7,9,13-15,18}$ have been estimated. In a recent work, Eiteneer et al. ${ }^{9}$ deduced an Arrhenius expression $k=1.05 \times$ $10^{-13}(T / 298)^{2.50} \exp (-5136 / T) \mathrm{cm}^{3}$ mole $^{-1} \mathrm{~s}^{-1}$ at the temperature range of $641-1600 \mathrm{~K}$. But to the best of our knowledge, little theoretical attention has been paid to this reaction.

In this study, we report a direct ab initio dynamics ${ }^{28}$ study on the hydrogen abstraction reaction of formaldehyde with $\mathrm{HO}_{2}$ radical. We have considered all the reaction possibilities caused by the different attacking orientations of $\mathrm{HO}_{2}$ radical to $\mathrm{CH}_{2} \mathrm{O}$. Additionally, the calculated results show that there is a distinct discrepancy between our predicted dihedral angle of $\mathrm{H}_{2} \mathrm{O}_{2}$ and some experimental ones, so the flexibility of the dihedral angle of $\mathrm{H}_{2} \mathrm{O}_{2}$ is also further discussed to explain the different experimental values. ${ }^{34,35}$

## Methodology

A. Rate Constant Calculations. The improved canonical variational transition-state theory (ICVT), ${ }^{20}$ implemented with features from microcanonical ensemble, is a modification to the canonical variational transition-state theory (CVT) ${ }^{21,22}$ and is more accurate than the latter for calculations of rate constants of low temperatures where the contribution from the threshold region is important. Within the framework of ICVT, the
improved generalized transition-state rate constant, $k^{\mathrm{IGT}}(T, s)$, can be calculated at the reaction coordinate $s$ along the minimum energy path (MEP) at a fixed temperature; then the ICVT rate constant is obtained by minimizing $k^{\mathrm{IGT}}(T, s)$ along the MEP at the given temperature as follows:

$$
k^{\mathrm{ICVT}}(T)=\min _{s} k^{\mathrm{IGT}}(T, s)
$$

in which

$$
k^{\mathrm{IGT}}(T, s)=\left[h \phi^{\mathrm{R}}(T)\right]^{-1} \int_{V_{\mathrm{a}}^{\mathrm{G}}}^{\infty} e^{-\beta \mathrm{E}} N^{\mathrm{GT}}(E, s) \mathrm{d} E
$$

where $h$ is Planck's constant, $\phi^{R}(T)$ is the reactant partition function per unit volume, $\beta=1 /\left(k_{\mathrm{B}} T\right)$, $k_{\mathrm{B}}$ is Boltzmann's constant, $V_{\mathrm{a}}^{\mathrm{G}}$ is the vibrationally adiabatic ground-state potential energy at $s$, and $N^{\mathrm{GT}}(E, s)$ is the quantized cumulative reaction probability at energy $E$ and reaction coordinate $s$.

Furthermore, in the present study, the ICVT rate constants are also corrected with the small-curvature tunneling (SCT) correction method proposed by Truhlar and co-workers, ${ }^{22}$ which is based on the centrifugal dominant small-curvature semiclassical ground-state (CD-SCSAG) method and takes the quantum effects along the reaction coordinate into consideration. For the purpose of comparison, the calculations of the reaction rate constants are also carried out by using the conventional transition-state theory (TST) and the Rice-Ramsperger-Kassel-Marcus (RRKM) theory ${ }^{23}$ coupled with the Eckart tunneling correction (RRKM/Eckart).

It should be mentioned that the normal-mode frequency analysis failed to correctly predict the frequencies along the MEPs in this study. Thus, the redundant curvilinear reaction coordinate is adopted in the calculations of rate constants to reproduce the frequencies. ${ }^{25}$ And in this study, the evaluations of the TST, ICVT, and ICVT/SCT rate constants are performed employing the POLYRATE $8.2^{25}$ program, while the RRKM/ Eckart rate constants are calculated using the online VKLab program package. ${ }^{24}$
B. Electronic Structure Calculations. By means of the GAUSSIAN03 program, ${ }^{26}$ ab initio and density functional theory (DFT) calculations are carried out for stationary points (reactants, transition states, and products) and for MEPs in an effort to obtain electronic structure information for these reaction channels. The geometries of the stationary points are fully optimized employing the hybrid functional B3LYP ${ }^{27}$ method with Dunning's ${ }^{29}$ correlation consistent polarized valence triple- $\zeta$ basis set, namely, the cc-pVTZ basis set. Here, B3LYP refers to the combination of the Becke's three-parameter exchange with the Lee-Yang-Parr (LYP) correlation functional. The frequencies are calculated at the same level. Meanwhile, QCISD/ $\mathrm{cc}-\mathrm{pVTZ}{ }^{30}$ is also used to calculate the stationary point properties of these channels for comparison. The MEPs are obtained at the B3LYP/cc-pVTZ level of theory from $s=-2.00$ to $2.00(\mathrm{amu})^{1 / 2}$ bohr using the intrinsic reaction coordinate (IRC) method with a step size of $0.01(\mathrm{amu})^{1 / 2}$ bohr in massweighted Cartesian coordinates. The harmonic vibrational frequencies as well as the Hessian matrixes at the selected points along the MEPs are calculated at the same level. It's well known that the energies of the MEP constructed by the DFT method are not always sufficiently accurate for rate constant calculation. To yield a more reliable energy and shape of the MEP, the single-point energies of all stationary points and the points along the MEPs are further refined by means of some single-point multilevel energy calculations (HL) based on the optimized geometries at the B3LYP/cc-pVTZ level of theory. The $\mathrm{HL}^{31}$
method employs a combination of QCISD(T) and MP2, and the calculations can be expressed as

$$
\begin{gathered}
E_{\mathrm{HL}}=E[\mathrm{QCISD}(\mathrm{~T}) / \mathrm{cc}-\mathrm{pVTZ}]+\{E[\mathrm{QCISD} \\
(\mathrm{T}) / \mathrm{cc}-\mathrm{pVTZ}]-E[\mathrm{QCISD}(\mathrm{~T}) / \mathrm{cc}-\mathrm{pVDZ}]\} 0.46286+E \\
{[\mathrm{MP} 2 / \mathrm{cc}-\mathrm{pVQZ}]+\{E[\mathrm{MP} 2 / \mathrm{cc}-\mathrm{pVQZ}]-E} \\
[\mathrm{MP} 2 / \mathrm{cc}-\mathrm{pVTZ}]\} 0.69377-E[\mathrm{MP} 2 / \mathrm{cc}-\mathrm{pVTZ}]-\{E \\
\quad[\mathrm{MP} 2 / \mathrm{cc}-\mathrm{pVTZ}]-E[\mathrm{MP} 2 / \mathrm{cc}-\mathrm{pVDZ}]\} 0.46286
\end{gathered}
$$

Here, $\mathrm{QCISD}(\mathrm{T})$ denotes the quadratic configuration interaction calculation, including single and double substitutions with a triple contribution to the energy added, ${ }^{30}$ and MP2 stands for the second-order Møller-Plesset perturbation theory with frozen core approximation. The terms cc-pVDZ and cc-pVQZ correspond to Dunning's correlation consistent polarized valence double- $\zeta$ and quadruple- $\zeta$ basis sets, ${ }^{29}$ respectively. In addition, the single-point energies of stationary points at the $\operatorname{CCSD}(\mathrm{T})$ / cc-pVTZ//B3LYP/cc-pVTZ and G2MP2//QCISD/cc-pVTZ levels of theory are also calculated for comparison.
C. Average Dihedral Angle Calculations. In the framework of statistical thermodynamics, ${ }^{43}$ if the property $A$ of a system changes as a function of variable $\xi$, its average value is

$$
\begin{equation*}
\bar{A}=\sum_{i} A\left(\xi_{i}\right) \cdot w_{A}\left(\xi_{i}\right) \tag{i}
\end{equation*}
$$

where $w_{A}\left(\xi_{i}\right)$ is the probability of the value of $A$ at a certain $\xi$. According to the Boltzmann distribution law

$$
\begin{equation*}
w_{A}\left(\xi_{i}\right)=\frac{1}{Q} \mathrm{e}^{-\beta \cdot E\left(\xi_{i}\right)} \tag{ii}
\end{equation*}
$$

in which $E(\xi)$ refers to the energy of a system as a function of $\xi$, the constant $\beta=1 /\left(k_{B} T\right), k_{\mathrm{B}}$ is Boltzmann's constant, and $Q$ is the partition function of the system

$$
\begin{equation*}
Q=\sum_{i} \mathrm{e}^{-\beta \cdot E\left(\xi_{i}\right)} \tag{iii}
\end{equation*}
$$

In the case of hydrogen peroxide, $\mathrm{H}_{2} \mathrm{O}_{2}$, the energy of the system changes as a function of a dihedral angle $\Phi$. According to eq ii, the probability of a dihedral angle $\Phi$ at its certain value $\varphi$ can be obtained at a specific temperature $T$. Once the torsion potential energy curve of the dihedral angle $\Phi$ is given, the probability $w_{\Phi}(\varphi)$ at each $\varphi$ will be known. Then employing eq i, we can acquire the average dihedral angle $\bar{\Phi}$ of $\mathrm{H}_{2} \mathrm{O}_{2}$ at the given temperature $T$. In the present study, the average dihedral angle is calculated at 298 K , the temperature at which the experimental data is measured.

## Results and Discussion

During the calculation, four different attacking orientations of $\mathrm{HO}_{2}$ radical to $\mathrm{CH}_{2} \mathrm{O}$ were found; correspondingly, four different transition states (Figure 1) as well as four different possible channels for the title reaction were obtained as follows:

$$
\begin{gather*}
\mathrm{CH}_{2} \mathrm{O}+\mathrm{HO}_{2} \rightarrow \text { cis- } \mathrm{TS}(\mathrm{a}) \rightarrow \mathrm{CHO}+\mathrm{H}_{2} \mathrm{O}_{2}(\mathrm{a})  \tag{1}\\
\mathrm{CH}_{2} \mathrm{O}+\mathrm{HO}_{2} \rightarrow \text { trans- } \mathrm{TS}(\mathrm{a}) \rightarrow \mathrm{CHO}+\mathrm{H}_{2} \mathrm{O}_{2}(\mathrm{a})  \tag{2}\\
\mathrm{CH}_{2} \mathrm{O}+\mathrm{HO}_{2} \rightarrow \text { cis- } \mathrm{TS}(\mathrm{~b}) \rightarrow \mathrm{CHO}+\mathrm{H}_{2} \mathrm{O}_{2}(\mathrm{~b})  \tag{3}\\
\mathrm{CH}_{2} \mathrm{O}+\mathrm{HO}_{2} \rightarrow \text { trans- } \mathrm{TS}(\mathrm{~b}) \rightarrow \mathrm{CHO}+\mathrm{H}_{2} \mathrm{O}_{2}(\mathrm{~b}) \tag{4}
\end{gather*}
$$

As shown in Figure 1, the transition states cis-TS(a) and cis$\mathrm{TS}(\mathrm{b})$ are mirror images of each other, as are trans-TS(a) and


Figure 1. Conformations of reactants $\left(\mathrm{CH}_{2} \mathrm{O}\right.$ and $\left.\mathrm{HO}_{2}\right)$ and products $\left(\mathrm{CHO}\right.$ and stable stereoisomers of $\left.\mathrm{H}_{2} \mathrm{O}_{2}\right)$ and structures of possible transition states for the title reaction. See Tables 1 and 2 for complete list of geometrical parameters.

TABLE 1: Optimized Geometrical Parameters (Distances in A and Angles in deg) of All the Reactants and Products at the B3LYP/cc-pVTZ and QCISD/cc-pVTZ Levels

|  | geometrical <br> parameter | B3LYP/ <br> cc-pVTZ | QCISD/ <br> cc-pVTZ | exptl |
| :--- | :--- | :---: | :---: | :---: |
| $\mathrm{CH}_{2} \mathrm{O}$ | $r\left(\mathrm{C}-\mathrm{H}_{1}\right)$ | 1.107 | 1.102 | $1.099 \pm 0.009^{a}$ |
|  | $r\left(\mathrm{C}-\mathrm{H}_{2}\right)$ | 1.107 | 1.102 | $1.099 \pm 0.009$ |
|  | $r(\mathrm{C}-\mathrm{O})$ | 1.199 | 1.205 | $1.203 \pm 0.003$ |
|  | $\theta\left(\mathrm{O}-\mathrm{C}-\mathrm{H}_{1}\right)$ | 122.1 | 121.9 | 121.8 |
|  | $\theta\left(\mathrm{H}_{1}-\mathrm{C}-\mathrm{H}_{2}\right)$ | 115.7 | 116.2 | $116.5 \pm 1.2$ |
|  | $\Phi\left(\mathrm{O}-\mathrm{C}-\mathrm{H}_{1}-\mathrm{H}_{2}\right)$ | 180.0 | 180.0 | 180.0 |
| $\mathrm{HO}_{2}$ | $r\left(\mathrm{H}-\mathrm{O}_{1}\right)$ | 0.975 | 0.969 | $0.971 \pm 0.002^{b}$ |
|  | $r\left(\mathrm{O}_{1}-\mathrm{O}_{2}\right)$ | 1.329 | 1.334 | $1.331 \pm 0.001$ |
|  | $\theta\left(\mathrm{H}-\mathrm{O}_{1}-\mathrm{O}_{2}\right)$ | 105.2 | 104.0 | $104.29 \pm 0.31$ |
| CHO | $r(\mathrm{C}-\mathrm{O})$ | 1.173 | 1.178 | $1.175 \pm 0.002^{c}$ |
|  | $r(\mathrm{C}-\mathrm{H})$ | 1.124 | 1.118 | $1.119 \pm 0.005$ |
|  | $\theta(\mathrm{O}-\mathrm{C}-\mathrm{H})$ | 124.3 | 124.8 | $124.43 \pm 0.25$ |
| $\mathrm{H}_{2} \mathrm{O}_{2}(\mathrm{a})$ | $r\left(\mathrm{H}_{1}-\mathrm{O}_{1}\right)$ | 0.966 | 0.961 | $0.965 \pm 0.005^{d}$ |
|  | $r\left(\mathrm{O}_{1}-\mathrm{O}_{2}\right)$ | 1.452 | 1.442 | $1.464 \pm 0.003$ |
|  | $r\left(\mathrm{O}_{2}-\mathrm{H}_{2}\right)$ | 0.966 | 0.961 | $0.965 \pm 0.005$ |
|  | $\theta\left(\mathrm{H}_{1}-\mathrm{O}_{1}-\mathrm{O}_{2}\right)$ | 100.4 | 100.2 | $99.04 \pm 1.20$ |
|  | $\theta\left(\mathrm{O}_{1}-\mathrm{O}_{2}-\mathrm{H}_{2}\right)$ | 100.4 | 100.2 | $99.04 \pm 1.20$ |
|  | $\Phi\left(\mathrm{H}_{1}-\mathrm{O}_{1}-\mathrm{O}_{2}-\mathrm{H}_{2}\right)$ | 113.9 | 112.9 | $120.3 \pm 0.7$ |
|  |  |  |  | $(111.9 \pm 0.4)^{e}$ |
| $\mathrm{H}_{2} \mathrm{O}_{2}(\mathrm{~b})^{f}$ | $\Phi\left(\mathrm{H}_{1}-\mathrm{O}_{1}-\mathrm{O}_{2}-\mathrm{H}_{2}\right)$ | -113.9 | -112.9 | $-120.3 \pm 0.7$ |
|  |  |  |  | $(-111.9 \pm 0.4)^{e}$ |
|  |  |  |  |  |

${ }^{a}$ Ref 32. ${ }^{b}$ Ref 36. ${ }^{c}$ Ref 33. ${ }^{d}$ Ref 34. ${ }^{e}$ Ref 35. ${ }^{f}$ The other geometrical parameters are the same as those for $\mathrm{H}_{2} \mathrm{O}_{2}(\mathrm{a})$.
trans-TS(b), which leads to the equivalence between Channels 1 and 3 as well as Channels 2 and 4 . Therefore, in this article, the detailed calculating information is mainly provided for Channels 1 and 2 as well as the species involved.
A. Stationary Points. The optimized geometric parameters of all the reactants, products, and transition states at the B3LYP/ cc-pVTZ and QCISD/cc-pVTZ levels of theory along with the available experimental data ${ }^{32-36}$ are given in Tables1 and 2; the corresponding conformations are shown in Figure 1. For all species listed in Table 1, the calculated structural parameters at the B3LYP/cc-pVTZ level of theory are very close to the ones at the higher level of QCISD/cc-pVTZ. Meanwhile, the results at both the levels are in good agreement with the experimental values, ${ }^{32-36}$ indicating that these two methods are suitable to depict the structures involved in this reaction.

For the dihedral angle $\Phi$ of product $\mathrm{H}_{2} \mathrm{O}_{2}$, there is uncertainty about the comparison between our calculation and the experiment because there are two sets of different experimental values $\left(120.3 \pm 0.7^{\circ}\right.$ from Dorofeeva et al. ${ }^{34}$ and $111.9 \pm 0.4^{\circ}$ determined by Flaud et al. ${ }^{35}$ ) at 298 K. Our calculated results in the present article (113.9${ }^{\circ}$ at the B3LYP/cc-pVTZ level and

TABLE 2: Optimized Geometrical Parameters (Distances in A and Angles in deg) of the Transition-State Structures at the B3LYP/cc-pVTZ and QCISD/cc-pVTZ Levels

|  | geometrical parameter | $\begin{aligned} & \text { B3LYP/ } \\ & \text { cc-pVTZ } \end{aligned}$ | $\begin{gathered} \hline \text { QCISD/ } \\ \text { cc-pVTZ } \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| cis-TS(a) | $r\left(\mathrm{C}-\mathrm{H}_{1}\right)$ | 1.115 | 1.106 |
|  | $r\left(\mathrm{C}-\mathrm{H}_{2}\right)$ | 1.330 | 1.294 |
|  | $r\left(\mathrm{C}-\mathrm{O}_{1}\right)$ | 1.182 | 1.200 |
|  | $r\left(\mathrm{H}_{2}-\mathrm{O}_{2}\right)$ | 1.208 | 1.228 |
|  | $r\left(\mathrm{O}_{2}-\mathrm{O}_{3}\right)$ | 1.402 | 1.423 |
|  | $r\left(\mathrm{O}_{3}-\mathrm{H}_{3}\right)$ | 0.968 | 0.971 |
|  | $\theta\left(\mathrm{H}_{1}-\mathrm{C}-\mathrm{H}_{2}\right)$ | 115.4 | 116.5 |
|  | $\theta\left(\mathrm{O}_{1}-\mathrm{C}-\mathrm{H}_{2}\right)$ | 121.0 | 119.1 |
|  | $\theta\left(\mathrm{C}-\mathrm{H}_{2}-\mathrm{O}_{2}\right)$ | 175.2 | 167.8 |
|  | $\theta\left(\mathrm{H}_{2}-\mathrm{O}_{2}-\mathrm{O}_{3}\right)$ | 104.3 | 101.6 |
|  | $\theta\left(\mathrm{O}_{2}-\mathrm{O}_{3}-\mathrm{H}_{3}\right)$ | 102.9 | 102.2 |
|  | $\Phi\left(\mathrm{H}_{1}-\mathrm{H}_{2}-\mathrm{C}-\mathrm{O}_{1}\right)$ | -179.6 | -179.4 |
|  | $\Phi\left(\mathrm{O}_{1}-\mathrm{C}-\mathrm{H}_{2}-\mathrm{O}_{2}\right)$ | 5.1 | -4.3 |
|  | $\Phi\left(\mathrm{C}-\mathrm{H}_{2}-\mathrm{O}_{2}-\mathrm{O}_{3}\right)$ | -26.3 | -24.4 |
|  | $\Phi\left(\mathrm{H}_{2}-\mathrm{O}_{2}-\mathrm{O}_{3}-\mathrm{H}_{3}\right)$ | 95.4 | 95.8 |
| trans-TS(a) | $r\left(\mathrm{C}-\mathrm{H}_{1}\right)$ | 1.116 | 1.108 |
|  | $r\left(\mathrm{C}-\mathrm{H}_{2}\right)$ | 1.315 | 1.274 |
|  | $r\left(\mathrm{C}-\mathrm{O}_{1}\right)$ | 1.180 | 1.199 |
|  | $r\left(\mathrm{H}_{2}-\mathrm{O}_{2}\right)$ | 1.225 | 1.254 |
|  | $r\left(\mathrm{O}_{2}-\mathrm{O}_{3}\right)$ | 1.406 | 1.428 |
|  | $r\left(\mathrm{O}_{3}-\mathrm{H}_{3}\right)$ | 0.968 | 0.970 |
|  | $\theta\left(\mathrm{H}_{1}-\mathrm{C}-\mathrm{H}_{2}\right)$ | 110.8 | 110.5 |
|  | $\theta\left(\mathrm{O}_{1}-\mathrm{C}-\mathrm{H}_{2}\right)$ | 125.2 | 124.4 |
|  | $\theta\left(\mathrm{C}-\mathrm{H}_{2}-\mathrm{O}_{2}\right)$ | 170.6 | 165.6 |
|  | $\theta\left(\mathrm{H}_{2}-\mathrm{O}_{2}-\mathrm{O}_{3}\right)$ | 104.0 | 101.4 |
|  | $\theta\left(\mathrm{O}_{2}-\mathrm{O}_{3}-\mathrm{H}_{3}\right)$ | 102.6 | 101.8 |
|  | $\Phi\left(\mathrm{H}_{1}-\mathrm{H}_{2}-\mathrm{C}-\mathrm{O}_{1}\right)$ | 179.2 | 180.0 |
|  | $\Phi\left(\mathrm{O}_{1}-\mathrm{C}-\mathrm{H}_{2}-\mathrm{O}_{2}\right)$ | 177.9 | -173.8 |
|  | $\Phi\left(\mathrm{C}-\mathrm{H}_{2}-\mathrm{O}_{2}-\mathrm{O}_{3}\right)$ | 10.0 | 10.8 |
|  | $\Phi\left(\mathrm{H}_{2}-\mathrm{O}_{2}-\mathrm{O}_{3}-\mathrm{H}_{3}\right)$ | 100.7 | 103.8 |
| $c i s-\mathrm{TS}(\mathrm{b})^{a}$ | $\Phi\left(\mathrm{H}_{1}-\mathrm{H}_{2}-\mathrm{C}-\mathrm{O}_{1}\right)$ | 179.6 | 179.4 |
|  | $\Phi\left(\mathrm{O}_{1}-\mathrm{C}-\mathrm{H}_{2}-\mathrm{O}_{2}\right)$ | -5.1 | 4.3 |
|  | $\Phi\left(\mathrm{C}-\mathrm{H}_{2}-\mathrm{O}_{2}-\mathrm{O}_{3}\right)$ | 26.3 | 24.4 |
|  | $\Phi\left(\mathrm{H}_{2}-\mathrm{O}_{2}-\mathrm{O}_{3}-\mathrm{H}_{3}\right)$ | -95.4 | -95.8 |
| trans-TS(b) ${ }^{\text {b }}$ | $\Phi\left(\mathrm{H}_{1}-\mathrm{H}_{2}-\mathrm{C}-\mathrm{O}_{1}\right)$ | -179.2 | 0.0 |
|  | $\Phi\left(\mathrm{O}_{1}-\mathrm{C}-\mathrm{H}_{2}-\mathrm{O}_{2}\right)$ | -177.9 | 173.8 |
|  | $\Phi\left(\mathrm{C}-\mathrm{H}_{2}-\mathrm{O}_{2}-\mathrm{O}_{3}\right)$ | -10.0 | -10.8 |
|  | $\Phi\left(\mathrm{H}_{2}-\mathrm{O}_{2}-\mathrm{O}_{3}-\mathrm{H}_{3}\right)$ | -100.7 | -103.8 |

${ }^{a}$ The other geometrical parameters are the same as those for cis$\mathrm{TS}(\mathrm{a})^{b}$ The other geometrical parameters are the same as those for trans-TS(a)
$112.9^{\circ}$ at the QCISD/cc-pVTZ level) seem more similar to the latter experimental value. To look into this puzzling problem, the profiles of the potential energy for the internal torsion of dihedral angle HOOH were calculated at the B3LYP/cc-pVTZ and QCISD/cc-pVTZ levels, respectively. (The dihedral angle is scanned at an interval of $10^{\circ}$, and the rest of the geometric


Figure 2. Calculated potential energies as functions of the dihedral angle $\Phi\left(\mathrm{H}_{1}-\mathrm{O}_{1}-\mathrm{O}_{2}-\mathrm{H}_{2}\right)$ of $\mathrm{H}_{2} \mathrm{O}_{2}$ at the B3LYP/cc-pVTZ and QCISD/ccpVTZ levels of theory: (©) B3LYP/cc-pVTZ, and ( $\mathbf{(})$ QCISD/cc-pVTZ.


Figure 3. Calculated average dihedral angles of $\mathrm{H}_{2} \mathrm{O}_{2}$ as functions of temperature at the B3LYP/cc-pVTZ and QCISD/cc-pVTZ levels of theory: (-) B3LYP/cc-pVTZ, and ( $\mathbf{\Delta}$ ) QCISD/cc-pVTZ.
parameters are fully relaxed to minimize the energy of the system.) The result is shown in Figure 2. Evidently, the barriers associated with the torsion dihedral angle are very low, and both torsion potential energy curves are symmetrical with respect to the dihedral at $180^{\circ}$. Each side of the symmetric potential curve presents a stereoisomer of $\mathrm{H}_{2} \mathrm{O}_{2}$ as shown in Figure 1. In the range of $0-180^{\circ}$, The potential minimums are located at the dihedral angle of $113.9^{\circ}$ at the B3LYP/cc-pVTZ level and $112.9^{\circ}$ at the QCISD/cc-pVTZ level, which are just the dihedral angles of stationary point $\mathrm{H}_{2} \mathrm{O}_{2}$ at the two levels of theory, respectively. On the basis of the two torsion potential energy curves and employing the statistical thermodynamics method described in eqs i-iii, the average dihedral angle $\bar{\Phi}$ of $\mathrm{H}_{2} \mathrm{O}_{2}$ is calculated to be $120.6^{\circ}$ at the B3LYP/cc-pVTZ level and $118.7^{\circ}$ at the QCISD/cc-pVTZ level at 298 K , which is in good agreement with the experimental value of $120.3 \pm 0.7^{\circ}$ at the same temperature. Furthermore, we also calculated a series of average dihedral angles of $\mathrm{H}_{2} \mathrm{O}_{2}$ at different temperatures, and the results are shown in Figure 3. It can be seen that the $\bar{\Phi}$ at
$\sim 0 \mathrm{~K}$ at the two levels of theory are respectively very similar to the dihedral angles corresponding to the potential minimum in Figure 2, which implies that the internal torsion of the dihedral angle nearly disappears at very low temperatures. As the temperature rises in the range of $0-500 \mathrm{~K}$, the average dihedral angle almost linearly increases to the inflection ( $\sim 120.5^{\circ}$ at the B3LYP/cc-pVTZ level and $\sim 118.5^{\circ}$ at the QCISD/cc-pVTZ level) at about 300 K , then it becomes insensitive to the change of temperature. This result indicates that the rising of temperature will increase the average torsion angle at low temperatures, and, after a specific temperature, the average torsion angle reaches thermodynamic equilibrium and stays unchanged with the increase of temperature. So it can be deduced that the calculated dihedral angles of $\mathrm{H}_{2} \mathrm{O}_{2}$ at the B3LYP/cc-pVTZ and QCISD/cc-pVTZ levels of theory are actually reasonable; the experimental value of $111.9 \pm 0.4^{\circ}$ is only the dihedral angle located at the potential minimum, whereas, because of the low torsion potential barriers, the experimental value of $120.3 \pm$ $0.7^{\circ}$ is the average dihedral angle of $\mathrm{H}_{2} \mathrm{O}_{2}$.

TABLE 3: Harmonic Vibrational Frequencies ( $\mathrm{cm}^{-1}$ ) of the Equilibria and Transition States at the B3LYP/cc-pVTZ and QCISD/cc-pVTZ Levels, and Zero-Point Energies (kcal/mol) at the B3LYP/cc-pVTZ Level

|  | harmonic vibrational frequencies |  |  | ZPE |
| :---: | :---: | :---: | :---: | :---: |
|  | B3LYP/cc-pVTZ | QCISD/ cc-pVTZ | exptl |  |
| $\mathrm{CH}_{2} \mathrm{O}$ | $\begin{aligned} & 1203,1268,1536,1824, \\ & 2878,2932 \end{aligned}$ | $\begin{aligned} & 1213,1287,1556,1816 \text {, } \\ & 2953,3019 \end{aligned}$ | $\begin{aligned} & 1191,1287,1563,1764, \\ & 2944,3009^{a} \end{aligned}$ | 16.64 |
| $\mathrm{HO}_{2}$ | 1161, 1432, 3603 | 1130, 1452, 3718 | 1101, 1389, $3413{ }^{\text {b }} 8.86$ |  |
| CHO | 1108, 1936, 2642 | 1141, 1911, 2724 | 1126, 1920, $2790^{c}$ | 8.13 |
| $\mathrm{H}_{2} \mathrm{O}_{2}$ (a) | $\begin{aligned} & 370,954,1323,1438 \\ & 3765,3766 \end{aligned}$ | $\begin{gathered} 381,969,1354,1465, \\ 3847,3848 \end{gathered}$ | $\begin{gathered} \ldots, 875,1266,1388, \\ 3599,3611^{d} \end{gathered}$ | 16.61 |
| $\begin{aligned} & \mathrm{H}_{2} \mathrm{O}_{2}(\mathrm{~b}) \\ & c i s-\mathrm{TS}(\mathrm{a}) \end{aligned}$ | $\begin{aligned} & \text { same as } \mathrm{H}_{2} \mathrm{O}_{2}(\text { a) } \\ & 65,78,291,389,465 \text {, } \\ & 540,1012,1106,1211 \text {, } \\ & 1393,1539,1883,2794 \text {, } \\ & 3716,1632 \mathrm{i} \end{aligned}$ | $\begin{aligned} & 74,90,271,406,495, \\ & 594,974,1140,1250, \\ & 1397,1576,1853,2973, \\ & 3789,2527 \mathrm{i} \end{aligned}$ |  | 23.56 |
| trans-TS(a) | $\begin{aligned} & 56,98,277,334,464, \\ & 576,1002,1117,1200, \\ & 1385,1557,1895,2782, \\ & 3719,1605 \mathrm{i} \end{aligned}$ | $\begin{aligned} & 50,97,269,368,488, \\ & 593,962,1146,1241, \\ & 1386,1601,1863,2960, \\ & 3793,2430 \mathrm{i} \end{aligned}$ |  | 23.53 |
| $\begin{aligned} & \text { cis- } \mathrm{TS}(\mathrm{~b}) \\ & \text { trans- } \mathrm{TS}(\mathrm{~b}) \end{aligned}$ | same as cis-TS(a) same as trans-TS(a) |  |  |  |

For transition states, all the optimized geometries have $C_{1}$ symmetry. Figure 1 shows that the geometric structure $\mathrm{O}_{1}-$ $\mathrm{C}-\mathrm{O}_{2}-\mathrm{O}_{3}$ is a cis structure in the transition states cis-TS(a) and cis-TS(b), whereas it is a trans structure in trans-TS(a) and


Figure 4. Changes in the bond lengths (in $\AA$ ) as functions of $s\left[(a m u)^{1 / 2}\right.$ bohr] at the B3LYP/cc-pVTZ level. (a) Channel 1 (or Channel 3), (b) Channel 2 (or Channel 4)
trans-TS(b). As mentioned in the beginning, cis-TS(a) and cis$\mathrm{TS}(\mathrm{b})$ are mirror images of each other, as are trans-TS(a) and trans-TS(b). In all transition-state structures, the three atoms involved in the bond-breaking-and-bond-forming process are nearly collinear. At the B3LYP/cc-pVTZ level of theory, the


Figure 5. Changes of the generalized normal-mode vibrational frequencies as functions of $s\left[(\mathrm{amu})^{1 / 2}\right.$ bohr] at the B3LYP/cc-pVTZ level. (a) Channel 1 (or Channel 3), (b) Channel 2 (or Channel 4)

TABLE 4: Reaction Enthalpies $\left(\boldsymbol{\Delta} H_{298}^{0}\right)$ and Potential Barriers ( $\Delta V$ ) ( $\mathrm{kcal} / \mathrm{mol}$ ) for the Possible Channels

|  | Channel 1 or 3 |  | Channel 2 or 4 |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\Delta H_{298}^{0}$ | $\Delta V$ | $\Delta H_{298}^{0}$ | $\Delta V$ |
| B3LYP/cc-pVTZ | 4.06 | 6.87 | 4.06 | 7.06 |
| $\operatorname{CCSD}(\mathrm{T}) / / \mathrm{B} 3 \mathrm{LYP}{ }^{a}$ | 1.87 | 12.52 | 1.87 | 12.85 |
| G2MP2//QCISD ${ }^{b}$ | 1.20 | 12.06 | 1.20 | 12.39 |
| HL//B3LYP ${ }^{c}$ | 0.72 | 11.77 | 0.72 | 12.21 |
| Experiment |  |  |  |  |
| $\Delta H_{298}^{0} \quad 0.53^{d}$ |  |  |  |  |
| $E_{\mathrm{a}}$ |  | ${ }^{e}, 13.08$ | . $66^{g}$ |  |

${ }^{a} \operatorname{CCSD}(\mathrm{~T}) / / \mathrm{B} 3 \mathrm{LYP}$ denotes $\operatorname{CCSD}(\mathrm{T}) / \mathrm{cc}-\mathrm{pVTZ//B3LYP/cc-pVTZ}$ ${ }^{b}$ G2MP2//QCISD denotes G2MP2//QCISD/cc-pVTZ ${ }^{c} \mathrm{HL} / / \mathrm{B} 3 L Y P$ denotes HL//B3LYP/cc-pVTZ ${ }^{d}$ derived from the experimental standard formation enthalpies ${ }^{e}$ Ref $9 .{ }^{f}$ Ref $13 .{ }^{g}$ Ref 15.
lengths of the breaking $\mathrm{C}-\mathrm{H}$ bonds in cis-TS(a) and trans-TS(a) (which are the same as those in cis-TS(b) and trans-TS(b)) are 1.330 and $1.315 \AA$, respectively; whereas, the lengths of the forming $\mathrm{H}-\mathrm{O}$ bonds are $1.208 \AA$ and $1.225 \AA$, respectively. Compared to the corresponding equilibrium lengths, the values of these bond lengths imply that all the transition states are located in the middle of the MEPs.

The harmonic vibrational frequencies and zero-point energies (ZPE) of all the stationary points at the B3LYP/cc-pVTZ and QCISD/cc-pVTZ levels of theory along with the available experimental data ${ }^{34,37-39}$ are listed in Table 3, which shows that the frequencies at the B3LYP/cc-pVTZ level of theory are similar to the ones calculated at the higher QCISD/cc-pVTZ level, and all of them are close to the experimental data, with the maximum relative error (about $9 \%$ ) being at the frequency $954 \mathrm{~cm}^{-1}$ of $\mathrm{H}_{2} \mathrm{O}_{2}$ at the B3LYP/cc-pVTZ level compared with the experimental value $875 \mathrm{~cm}^{-1}$. All the transition states have only one imaginary frequency, of which the absolute values at the B3LYP/cc-pVTZ level for cis-TS(a) and trans-TS(a) (which are the same as those for cis-TS(b) and trans-TS(b)) are 1632
and $1605 \mathrm{~cm}^{-1}$, respectively. The large values of the imaginary frequencies imply the tunneling effect is important at low temperatures for these reaction channels.

The reaction enthalpies $\left(\Delta H_{298}^{0}\right)$ and potential barriers calculated at the four different levels of theory, B3LYP/cc-pVTZ, CCSD(T)/cc-pVTZ//B3LYP/cc-pVTZ, G2MP2//QCISD/ccpVTZ, and HL//B3LYP/cc-pVTZ, are collected in Table 4, which reveal that the title reaction has very low positive reaction enthalpy and is therefore weakly endothermal. Compared to the experimental $\Delta H_{298}^{0}$ of $0.53 \mathrm{kcal} / \mathrm{mol}$ derived from the experimental standard formation enthalpies $\left(\mathrm{H}_{2} \mathrm{O}_{2}:-32.53 ;{ }^{41} \mathrm{CHO}\right.$ : $10.40 ;{ }^{41} \mathrm{CH}_{2} \mathrm{O}:-25.96 ;{ }^{40}$ and $\mathrm{HO}_{2}: 3.30 \mathrm{kcal} / \mathrm{mol}^{42}$ ), the reaction enthalpies of all the reaction channels calculated at the B3LYP/cc-pVTZ level are obviously overestimated, while the latter three levels provide reasonable values. The calculated result at the HL//B3LYP/cc-pVTZ level of theory is especially in good agreement with the experimental reaction enthalpy. Therefore, the HL//B3LYP/cc-pVTZ method is adopted for the following calculations.
B. Reaction Path Properties. Figure 4 shows the changes of the bond lengths for all reaction channels along the MEPs as functions of the reaction coordinate $s$ at the B3LYP/cc-pVTZ level. In the course of reaction, the lengths of the breaking bond $\mathrm{C}-\mathrm{H}_{2}$ and the forming bond $\mathrm{H}_{2}-\mathrm{O}_{2}$ change significantly, while the change in the other bond lengths is small, which is very similar for all the four channels. As the reaction proceeds to products, the length of the breaking bond $\mathrm{C}-\mathrm{H}_{2}$ remains insensitive up to $s=-0.5$ and then increases quickly. Meanwhile, the forming bond $\mathrm{H}_{2}-\mathrm{O}_{2}$ rapidly shortens from the reactants and arrives at the corresponding equilibrium $\mathrm{H}-\mathrm{O}$ bond length of the $\mathrm{H}_{2} \mathrm{O}_{2}$ at about $s=0.5$.

The changes of the generalized normal-mode vibrational frequencies of the four channels along the MEPs as functions of $s$ at the B3LYP/cc-pVTZ level are presented in Figure 5. The frequencies are associated with the reactants $\mathrm{CH}_{2} \mathrm{O}+\mathrm{HO}_{2}$ in the limit of negative $s$ and with the products $\mathrm{CHO}+\mathrm{H}_{2} \mathrm{O}_{2}$

TABLE 5: Rate Constants ( $\mathrm{cm}^{3}$ molecule ${ }^{-1} \mathrm{~s}^{-1}$ ) of Channels $\mathbf{1 - 4}$ in the Temperature Range of $\mathbf{2 5 0}-\mathbf{3 0 0 0} \mathrm{K}$ at the HL//B3LYP/ cc-pVTZ Level

|  | Channel 1 or Channel 3 |  |  |  | Channel 2 or Channel 4 |  |  |  | sum of ICVT/SCT rate constant | exptl ${ }^{\text {b }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T(K) | TST | RRKM/E ${ }^{\text {a }}$ | ICVT | ICVT/SCT | TST | RRKM/E | ICVT | ICVT/SCT |  |  |
| 250 | $2.55 \times 10^{-24}$ | $6.82 \times 10^{-22}$ | $3.70 \times 10^{-24}$ | $1.22 \times 10^{-22}$ | $1.06 \times 10^{-24}$ | $2.43 \times 10^{-22}$ | $5.29 \times 10^{-25}$ | $1.75 \times 10^{-23}$ | $2.79 \times 10^{-22}$ |  |
| 350 | $4.35 \times 10^{-21}$ | $4.52 \times 10^{-20}$ | $5.82 \times 10^{-21}$ | $3.30 \times 10^{-20}$ | $2.33 \times 10^{-21}$ | $2.16 \times 10^{-20}$ | $1.31 \times 10^{-21}$ | $7.43 \times 10^{-21}$ | $8.09 \times 10^{-20}$ |  |
| 450 | $3.34 \times 10^{-19}$ | $1.27 \times 10^{-18}$ | $3.87 \times 10^{-19}$ | $1.10 \times 10^{-18}$ | $2.06 \times 10^{-19}$ | $7.14 \times 10^{-19}$ | $1.17 \times 10^{-19}$ | $3.32 \times 10^{-19}$ | $2.86 \times 10^{-18}$ |  |
| 500 | $1.63 \times 10^{-18}$ | $4.78 \times 10^{-18}$ | $1.76 \times 10^{-18}$ | $4.09 \times 10^{-18}$ | $1.05 \times 10^{-18}$ | $2.84 \times 10^{-18}$ | $5.92 \times 10^{-19}$ | $1.38 \times 10^{-18}$ | $1.09 \times 10^{-17}$ |  |
| 600 | $1.91 \times 10^{-17}$ | $4.10 \times 10^{-17}$ | $1.82 \times 10^{-17}$ | $3.26 \times 10^{-17}$ | $1.33 \times 10^{-17}$ | $2.62 \times 10^{-17}$ | $7.19 \times 10^{-18}$ | $1.29 \times 10^{-17}$ | $9.11 \times 10^{-17}$ | $8.64 \times 10^{-17 c}$ |
| 650 | $5.10 \times 10^{-17}$ | $9.91 \times 10^{-17}$ | $4.59 \times 10^{-17}$ | $7.56 \times 10^{-17}$ | $3.65 \times 10^{-17}$ | $6.51 \times 10^{-17}$ | $1.93 \times 10^{-17}$ | $3.18 \times 10^{-17}$ | $2.15 \times 10^{-16}$ | $2.01 \times 10^{-16 c}$ |
| 700 | $1.21 \times 10^{-16}$ | $2.17 \times 10^{-16}$ | $1.03 \times 10^{-16}$ | $1.59 \times 10^{-16}$ | $8.89 \times 10^{-17}$ | $1.46 \times 10^{-16}$ | $4.59 \times 10^{-17}$ | $7.05 \times 10^{-17}$ | $4.59 \times 10^{-16}$ | $4.41 \times 10^{-16 d}$ |
| 773 | $3.61 \times 10^{-16}$ | $5.91 \times 10^{-16}$ | $2.87 \times 10^{-16}$ | $4.04 \times 10^{-16}$ | $2.73 \times 10^{-16}$ | $4.09 \times 10^{-16}$ | $1.36 \times 10^{-16}$ | $1.92 \times 10^{-16}$ | $1.19 \times 10^{-15}$ | $1.71 \times 10^{-15 e}$ |
| 800 | $5.19 \times 10^{-16}$ | $8.26 \times 10^{-16}$ | $4.01 \times 10^{-16}$ | $5.58 \times 10^{-16}$ | $3.96 \times 10^{-16}$ | $5.76 \times 10^{-16}$ | $1.94 \times 10^{-16}$ | $2.70 \times 10^{-16}$ | $1.66 \times 10^{-15}$ | $1.73 \times 10^{-15 d}$ |
| 850 | $9.64 \times 10^{-16}$ | $1.47 \times 10^{-16}$ | $7.14 \times 10^{-16}$ | $9.56 \times 10^{-16}$ | $7.49 \times 10^{-16}$ | $1.04 \times 10^{-15}$ | $3.59 \times 10^{-16}$ | $4.80 \times 10^{-16}$ | $2.87 \times 10^{-15}$ | $3.31 \times 10^{-15 f}$ |
| 900 | $1.69 \times 10^{-15}$ | $2.48 \times 10^{-15}$ | $1.20 \times 10^{-15}$ | $1.56 \times 10^{-15}$ | $1.34 \times 10^{-15}$ | $1.78 \times 10^{-15}$ | $6.24 \times 10^{-16}$ | $8.09 \times 10^{-16}$ | $4.75 \times 10^{-15}$ | $4.86 \times 10^{-15 f}$ |
| 950 | $2.84 \times 10^{-15}$ | $4.02 \times 10^{-15}$ | $1.94 \times 10^{-15}$ | $2.45 \times 10^{-15}$ | $2.26 \times 10^{-15}$ | $2.92 \times 10^{-15}$ | $1.03 \times 10^{-15}$ | $1.31 \times 10^{-15}$ | $7.51 \times 10^{-15}$ | $8.48 \times 10^{-15}$ |
| 1000 | $4.55 \times 10^{-15}$ | $6.28 \times 10^{-15}$ | $3.00 \times 10^{-15}$ | $3.70 \times 10^{-15}$ | $3.68 \times 10^{-15}$ | $4.60 \times 10^{-15}$ | $1.64 \times 10^{-15}$ | $2.03 \times 10^{-15}$ | $1.15 \times 10^{-14}$ | $1.26 \times 10^{-14}$ |
| 1100 | $1.06 \times 10^{-14}$ | $1.39 \times 10^{-14}$ | $6.52 \times 10^{-15}$ | $7.76 \times 10^{-15}$ | $8.72 \times 10^{-15}$ | $1.04 \times 10^{-14}$ | $3.73 \times 10^{-15}$ | $4.44 \times 10^{-15}$ | $2.44 \times 10^{-14}$ | $2.56 \times 10^{-14}$ |
| 1200 | $2.19 \times 10^{-14}$ | $2.78 \times 10^{-14}$ | $1.28 \times 10^{-14}$ | $1.48 \times 10^{-14}$ | $1.84 \times 10^{-14}$ | $2.11 \times 10^{-14}$ | $7.58 \times 10^{-15}$ | $8.77 \times 10^{-15}$ | $4.71 \times 10^{-14}$ | $4.70 \times 10^{-14}$ |
| 1400 | $7.35 \times 10^{-14}$ | $8.83 \times 10^{-14}$ | $4.09 \times 10^{-14}$ | $4.55 \times 10^{-14}$ | $6.33 \times 10^{-14}$ | $6.85 \times 10^{-14}$ | $2.43 \times 10^{-14}$ | $2.71 \times 10^{-14}$ | $1.45 \times 10^{-13}$ | $1.27 \times 10^{-13}$ |
| 1500 | $1.22 \times 10^{-13}$ | $1.44 \times 10^{-13}$ | $6.51 \times 10^{-14}$ | $7.15 \times 10^{-14}$ | $1.07 \times 10^{-13}$ | $1.13 \times 10^{-13}$ | $3.98 \times 10^{-14}$ | $4.37 \times 10^{-14}$ | $2.30 \times 10^{-13}$ | $2.94 \times 10^{-13 g}$ |
| 1600 | $1.94 \times 10^{-13}$ | $2.24 \times 10^{-13}$ | $9.92 \times 10^{-14}$ | $1.08 \times 10^{-13}$ | $1.70 \times 10^{-13}$ | $1.77 \times 10^{-13}$ | $6.18 \times 10^{-14}$ | $6.71 \times 10^{-14}$ | $3.50 \times 10^{-13}$ | $4.30 \times 10^{-13 g}$ |
| 1800 | $4.32 \times 10^{-13}$ | $4.85 \times 10^{-13}$ | $2.07 \times 10^{-13}$ | $2.20 \times 10^{-13}$ | $3.85 \times 10^{-13}$ | $3.90 \times 10^{-13}$ | $1.33 \times 10^{-13}$ | $1.42 \times 10^{-13}$ | $7.26 \times 10^{-13}$ |  |
| 2000 | $8.51 \times 10^{-13}$ | $9.35 \times 10^{-13}$ | $3.84 \times 10^{-13}$ | $4.05 \times 10^{-13}$ | $7.69 \times 10^{-13}$ | $7.60 \times 10^{-13}$ | $2.56 \times 10^{-13}$ | $2.69 \times 10^{-13}$ | $1.35 \times 10^{-12}$ |  |
| 2400 | $2.55 \times 10^{-12}$ | $2.72 \times 10^{-12}$ | $1.05 \times 10^{-12}$ | $1.08 \times 10^{-12}$ | $2.35 \times 10^{-12}$ | $2.25 \times 10^{-12}$ | $7.30 \times 10^{-13}$ | $7.52 \times 10^{-13}$ | $3.67 \times 10^{-12}$ |  |
| 2800 | $6.03 \times 10^{-12}$ | $6.29 \times 10^{-12}$ | $2.32 \times 10^{-12}$ | $2.36 \times 10^{-12}$ | $5.62 \times 10^{-12}$ | $5.29 \times 10^{-12}$ | $1.66 \times 10^{-12}$ | $1.69 \times 10^{-12}$ | $8.10 \times 10^{-12}$ |  |
| 3000 | $8.70 \times 10^{-12}$ | $9.00 \times 10^{-12}$ | $3.25 \times 10^{-12}$ | $3.29 \times 10^{-12}$ | $8.16 \times 10^{-12}$ | $7.61 \times 10^{-12}$ | $2.37 \times 10^{-12}$ | $2.40 \times 10^{-12}$ | $1.14 \times 10^{-11}$ |  |

${ }^{a}$ RRKM/E denotes RRKM rate constants with the Eckart tunneling correction (RRKM/Eckart) ${ }^{b}$ Ref 9. ${ }^{c}$ Ref $13 .{ }^{d}$ Ref $12 .{ }^{e}$ Ref $16 .{ }^{f}$ Ref 15 . ${ }^{g}$ Ref 10.


Figure 6. Classical potential energy ( $V_{\text {MEP }}$ ), ZPE, and groundstate vibrationally adiabatic potential energy $\left(V_{\mathrm{a}}^{\mathrm{G}}\right)$ as functions of $s$ [(amu) ${ }^{1 / 2}$ bohr] at the HL//B3LYP/cc-pVTZ level. (a) Channel 1 (or Channel 3), (b) Channel 2 (or Channel 4).
in the reverse limit. In the vicinity of the transition state $(s=$ 0 ), there are fifteen vibrational frequencies, of which the frequency represented by the solid line changes strongly in the range of $s$ from -0.5 to 0.5 . When $s<0$, this vibrational mode represents the stretching vibration of the breaking bond $\mathrm{C}-\mathrm{H}$ of the molecule $\mathrm{CH}_{2} \mathrm{O}$; however, when $s>0$, the stretching vibration of the forming bond $\mathrm{H}-\mathrm{O}$ of the molecule $\mathrm{H}_{2} \mathrm{O}_{2}$ is related to the vibrational mode. This kind of behavior is known to be a typical feature of hydrogen abstraction reactions, and this vibrational mode can be referred to as the "reaction mode". Therefore, from the changes of bond lengths and frequencies, the "reaction region" is in the range of $s=-0.5$ to 0.5 .

The classical potential energy ( $V_{\mathrm{MEP}}$ ), the ZPE, and the ground-state vibrationally adiabatic potential energy $\left(V_{\mathrm{a}}^{\mathrm{G}}\right)$ as functions of $s$ are plotted in Figure 6. For the four reaction channels, the position of the maximum value of the classical potential energy curve ( $V_{\operatorname{MEP}}(\mathrm{s})$ ) at the HL level of theory just corresponds to the saddle-point position $(s=0)$ at the B3LYP/ cc-pVTZ level. Meanwhile, the maximum position of $V_{\mathrm{a}}^{\mathrm{G}}$ is very close to the maximum position of $V_{\text {MEP }}$, and the two curves are similar in shape because the ZPE curve is practically constant as $s$ varies only with a gentle fall near the saddle point $(s=0)$. This implies that the variational effect for the title reaction may not be significant to the calculations of the rate constants. In


Figure 7. Plot of the IVCT/SCT, RRKM/Eckart, TST, and IVCT rate constants at the HL//B3LYP/cc-pVTZ level, and the available experimental data $k\left(\mathrm{~cm}^{3} \mathrm{~mole}^{-1} \mathrm{~s}^{-1}\right)$ vs $1000 / T\left(\mathrm{~K}^{-1}\right)$ in the temperature range of $250-3000 \mathrm{~K}$. (a) Channel 1 (or Channel 3), (b) Channel 2 (or Channel 4), (c) sum of the four reaction channels.
addition, according to the potential-barrier heights obtained from Figure 6 and Table 4, it is obvious that Channels 1 and 3 are favorable reaction channels compared with Channels 2 and 4.
C. Rate Constant Calculation. The ICVT/SCT method is employed to calculate the rate constants of all the channels at the HL//B3LYP/cc-pVTZ level of theory within a wide tem-
perature range of $250-3000 \mathrm{~K}$, which are listed in Table 5 along with the rate constants of the conventional TST, ICVT, and RRKM/Eckart theories for comparison. Meanwhile, to clarify the main results, both the theoretical and experimental rate constants are plotted against 1000/T (K) in Figure 7a,b, which clearly show that the rate constants of Channel 1 (or Channel 3) are larger than those of Channel 2 (or Channel 4) at the whole temperature range of $250-3000 \mathrm{~K}$. Figure 7c presents the total rate constants of Channels $1-4$, of which the total ICVT/SCT rate constants are well located among the experimental measurements within the temperature range in which experimental data are available. It is not difficult to find that there are only slight discrepancies between the TST and ICVT rate constants, indicating that the variational effect is very small. In addition, even though the total ICVT and total ICVT/SCT rate constants are quite similar at $T \geq 400 \mathrm{~K}$, there is still a very obvious difference between them when $T<400 \mathrm{~K}$, which implies that the tunneling effect on the calculated reaction rate constants is very important at low temperatures. Finally, on the basis of the calculated total ICVT/SCT rate constants within $250-3000 \mathrm{~K}$ at the HL//B3LYP/cc-pVTZ level, a three-parameter expression $k^{\mathrm{ICVT} / \mathrm{SCT}}=3.13 \times 10^{-20} T^{2.70} \exp (-11.52 / R T) \mathrm{cm}^{3} \mathrm{~mole}^{-1} \mathrm{~s}^{-1}$ is fit to describe the non-Arrhenius behavior of the rate constants within the broader temperature range.

## Summary

In this paper, the hydrogen abstraction reaction $\mathrm{CH}_{2} \mathrm{O}+\mathrm{HO}_{2}$ $\rightarrow \mathrm{CHO}+\mathrm{H}_{2} \mathrm{O}_{2}$ has been investigated by a direct ab initio dynamics method. The results show that accurate geometry and frequency information can be provided at the B3LYP/cc-pVTZ level of theory, and the HL//B3LYP/cc-pVTZ method is necessary to improve the potential energy curve. The changes of the bond lengths, generalized normal-mode vibrational frequencies, and potential energies along the MEPs of all four of the possible reaction channels caused by different attacking orientations of $\mathrm{HO}_{2}$ radical to $\mathrm{CH}_{2} \mathrm{O}$ are very similar. The rate constants of the title reaction in the temperature range of 2503000 K are calculated by using the ICVT/SCT method. The calculated results show that the variational effect is small, and the small-curvature tunneling effect is important within the lower temperature range. A comparison of the ICVT/SCT rate constants of each channel shows that the more favorable reaction channels are Channels 1 and 3 in the whole temperature range. And the total ICVT/SCT rate constants of all four channels at the HL//B3LYP/cc-pVTZ level of theory are in excellent agreement with the experiment data. The corresponding threeparameter expression within $250-3000 \mathrm{~K}$ is fit as $k^{\mathrm{ICVT} / \mathrm{SCT}}=$ $3.13 \times 10^{-20} T^{2.70} \exp (-11.52 / R T) \mathrm{cm}^{3}$ mole $^{-1} \mathrm{~s}^{-1}$. In addition, during the geometry optimizing of stationary point $\mathrm{H}_{2} \mathrm{O}_{2}$, our calculated dihedral angles have been proven to be reasonable, and, because of the low barriers associated with the torsion of the dihedral angle of $\mathrm{H}_{2} \mathrm{O}_{2}$, the experimental value of $111.9 \pm$ $0.4^{\circ}$ determined by Flaud et al. is only the dihedral angle located at the potential minimum, and the other experimental value of $120.3 \pm 0.7^{\circ}$ obtained by Dorofeeva et al. is the average dihedral angle of $\mathrm{H}_{2} \mathrm{O}_{2}$.
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